
PromptCap: Prompt-Guided Image Captioning for VQA with GPT-3
Yushi Hu1*,  Hang Hua2*,  Zhengyuan Yang3,  Weijia Shi1, Noah A. Smith1,4, Jiebo Luo2

University of Washington1 University of Rochester2 Microsoft3 Allen Institute for AI4
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• VQA that requires world knowledge beyond the
image to get the correct answer

• Prior SOTA method: prompt LLMs (e.g., GPT-3)
with image captions

• Challenge: Generic image captions often miss 
visual details essential for the LM to answer 
visual questions correctly.

PromptCap: Prompt-Guided
Question-Aware image captioning

• PromptCap customizes image captions according to
the question, designed as plug-in for LLMs

How is PromptCap trained?
• We augment VQAv2

with GPT-3
• PromptCap is trained

on synthesized captions
• No human annotation

needed

VQA pipeline: PromptCap + GPT-3

Demos

Evaluation on VQA and Captioning
SOTA Results on OK-VQA

SOTA Results on A-OKVQA

Also, a good generic captioner. SOTA on COCO

A Lightweight module (~400M) for
multimodal agents

Solving NLVR2 with PromptCap and GPT-3


